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Agenda

« Intros and Overview
— Curtis Ryan, Vice President

- Deep Dive on z/0S and Open Systems
— Lee LaFrese, Senior Performance Consultant
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We are inspired by
creating intelligence
that illuminates
the risks hiding inside
your IT infrastructure.
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Availability Intelligence for IT Infrastructure

« What?
Foreknowledge about hidden threats to availability

« Why?
To better protect continuous availability at primary
site by
1. Avoiding Incidents (Make More Predictable)
2. Accelerating the Resolution (Reduce MTTR)

- How?
Use built-in expert domain knowledge in

automatic analysis of the performance and
configuration data
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Reporting Vs. Analytics Vs. Intelligence

Data + Analytics # Intelligence

Availability
Intelligence

Reporting Analytics

- . . Infrastructure
Primary Method Data Visualization Statistical Analysis Knowledge
Anomalies, Interpretation of
Tables, Graphs, etc. Correlations Good and Bad
What Answers .
From the Data What is it? What Patterns? What Does it Mean?

mtelliMagic' Availability Intelligence
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Availability Intelligence for z/OS Disk & Systems

Disk Storage Coupling Facility
* Front End * CF / XCF Health

» Back End « CF / XCF Analysis

« Channels & zHPF * Trending

» etc * etc

Avoid Issues & Disk Replication Jobs and Datasets
Accelerate Fixes . Repﬁcagon Status - Data Sets
. * Rating Over Time » Address Spaces
for all Major - Verify Balance + Trending
z/0S Disk & . etc . etc
SVStems Areas | |

Systems, Paging, WLM  FICON Directors

* Processor Reporting Director Health
. Pag|ng Reports Service Statistics

« Workload Manager Channel Health
. etc etc

I
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Availability Intelligence for z/OS Tape and Virtual Tape

Avoid Issues &
Accelerate
Fixes for All
Major Tape
Areas

IntelliMagie
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Host Activity

» Systems/Jobs/Programs
* Volume Groups

» Device Groups

* etc

Front End

* Throughput

» Virtual Devices/Mounts
» Balance

e etc

Back End
» Pools

» Migration/Recall/Reclaim
» Balance
e etc

Tape System
» Cache

» Throttling

» Balance

. etc

Replication

« Send/Receive

» Grid Transfers/queues
» Balance

. etc

Trending

» Selected Statistics
* Summarized Hourly
« Summarized Daily
* etc

Availability Intelligence
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Availability Intelligence for Open Systems Storage & Fabric

Avoid Issues &
Accelerate Fixes
for all Major
SAN Storage &
Fabric Areas

IntelliMagie
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SAN Storage

+ DSS Health

» Replication Health
. etc

Tier Dashboards

« DSS Tier

* RAID Group Tier

» Disk Drive Tier

- etc
]

Brocade/Cisco Fabric
 DSS Port Errors

» Switch Port Error

e etc

Groups & Clusters
* Volumes Groups

* Cluster Health

» etc

SVC Dashboards
Front end

Back end

Nodes

Ports

etc
|

Trending

» Selected Statistics
* Summarized Hourly
* Summarized Daily
. etc

Availability Intelligence
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Typical Customer Priorities
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VISIBILITY TO PROTECT
AVAILABILITY

® Proactively identify risks
in replication, zHPF,
FICON, DASD VISIBILITY

®* Imbalances e.g.
overloaded volumes with
high use datasets

® zTape

SLA COMPLIANCE

® Batch workload completion

® Online workload transaction
rates (response times)

¢ Utilization

CAPACITY

PLANNING TRENDING

®* Impact of future growth ®* Performance & capacity
or reduction of DASD trending reporting for
® Sizing new storage planning and
troubleshooting

IntelliMagie Availability Intelligence
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Key Capabilities to be Discussed

+ Greater Visibility

} — Into storage and fabric performance, usage, availability
— Ingest a ton of data from large storage and fabric infrastructure,
/ analyze it and present it in a single-pane-of glass that can be easily

understood and drilled down for insight

« Early Warning to Protect Availability
— Proactively identify hot spots and risks in the infrastructure

* Easy Troubleshooting

— Accelerate problem resolution with quick and intuitive drill down of
issues

IntelliMagie Availability Intelligence
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IntelliMagic Vision for
z/OS and SAN

Lee LaFrese
Senior Consultant, Americas

lee.lafrese@intellimagic.com
+1-214-432-7920 x718
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IntelliMagic Solutions

« 7z/0OS Storage and Systems
— IntelliMagic Vision for z/OS
e Covers entire z/0OS infrastructure

— IntelliMagic Direction Service for z/0OS
« What-if performance modeling of z/OS storage

 Open Systems Storage and Fabric

— IntelliMagic Vision for SAN
» Covers distributed storage and switches
« Applicable to z/VM, zLinux, Windows, AIX, VMWare, etc.

— IntelliMagic Direction Services for SAN
« What-if performance modeling of SAN storage

IntelliMagie Availability Intelligence
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Covers Entire z/OS Infrastructure

Storage Systems (74.1, 74.5, 74.8, 78.3)
Replication: GDPS GM, EMC SRDF/A, XRC (105, 206, 42.11)
Host channels (73), FICON Director (74.7)

Processors
« CEC, LPARs (70, 72, 113)
« WLM goals (72)
- Paging (75)
Coupling Facility (74.4)
XCF (74.2)
Tape and Virtual Tape (SMF 14,15,21,30, IBM BVIR, Oracle StorageTek)
Job records (SMF 30) and Dataset records (SMF 42).

Supports all z/OS mainframe disk storage (EMC, IBM, HDS, HP)

Note: Not all features listed are included in every license

IntelliMagie Availability Intelligence
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Solution Architecture Overview — z/0OS

Disk
Storage
System &
\

3

-~
Switches l" f

/

Tape ¥

Mainframe
z/0S

RMF/SMF/
BVIR

IntelliMagie
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IntelliMagic Premise

Database

Web Server

Firewall

IntelliMagic
Vision Reporter

ssen

IntelliMagic
Vision Web

Firewall

IntelliMagic Vision as a Service

Availability Intelligence
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Combine RMF Data

IntelliMagic Vision filters and enriches RMF data for data mining:

« Align native z/0OS and external data
— E.g. 74.1 device and 74.5 cache counters

- Eliminate redundant data across z/0OS images
— For each system there is unique as well as duplicate data
— No easy way to ‘sum’ data from multiple systems

« Supplement with external data
— Sometimes needed to get the complete picture
— e.g. EMC SQ Mirror, DCOLLECT

IntelliMagie Availability Intelligence
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IntelliMagic Vision for

SAN Logical Architecture

Disk Microsoft
Storage SQL Server
System Database
Switches

Microsoft
IIS

IntelliMagic
Vision Reporter

IntelliMagic
Vision Web
Reporte

IntelliMagic

P
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IntelliMagic Vision as a Service
Architecture

Disk IntelliMagic Premise
Storage Microsoft

System SQL Server
Database

IntelliMagic
Vision Reporter

IntelliMagic
Vision Web
Reporter

Switches

e

Microsoft
IIS

Firewall Firewall

IntelliMagie

— —

Availability Intelligence



IntelliMagie Availability Intelligence

- . —



O O O O O

Detect Risks

« Health rules are applied to enriched RMF data (z/0OS) or data
collected directly from storage and switches (SAN)

« This results in Ratings that show risk levels

- Green = Healthy
Ratings Yellow = Early Warning
F?irsek Resource getting busier, availability risk
Scores to application
Red = Exception
Busy or slow resource, impact to
application

« This process is applied to 100s of metrics, with many
thousands of data points across every collection interval!

IntelliMagie Availability Intelligence
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Dashboards - Visualizing Key Risk Indicators

Disk Storage

Systems
Disk Storage System Dashboard [rating: 1.35] <—— Highest Rating for this
Performance for all Disk Storage Systems by Serial Dashboard
Metrics « «
«‘@9\«& \\9?“(\‘& Q?ﬁ‘?o“‘ﬁ VS?QP@% v.i’wu‘& $¢f&
" \% o g@qp‘? 4 & 6&@‘\'& P & & r & é&‘ﬂ&t
% & <« « <« @® & & &
-~ ® O O @ e - - .
/ Key Risk Indicators
IBM-001 . ) ° ] (] L ] .
) ° ° ° ° ° ° (&)

16M-002 ’
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Knowledge-Rated Performance Reports

Red Border,

Performance
Exceptions
No Border, No Rating Yellow Border, Early Warning l Green Border, Good
14

W e

Dnve Rate  FrontBackl0 DSSThruput  Write MBJs

ReadHit% ReadMissRate  CacheFul  Response (ms)

Reports for key metrics are rated according to adaptive thresholds
defined per platform, providing pro-active warning of potential
performance issues.

IntelliMagic Availability Intelligence
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Multi-level Thresholds

Dashboards » DSS b DSSHeslth » Tme Charts » 0SS Thruput

Dot down to: (o] (o] (o] (O DiskDrives attme () RAID Group attme () O Rate andResp (Dports () 1dentfy (DBydate () Average by day of week

Throughput per DSS (MB/s) [rating: 0.81]
For Serial '1BM-004'

= 18M-004 [0.61]

MB/s

& & S S S
ol ot l" 2 o o Nz s AT F 2t N N N
& & i & & 3 3 * & & > & > & & &
A A A A A A S A G AR LA G G

l‘i N
ol & S
e K 'fxe

This panel allows viewing of the thresholds used to rate the current chart.

formula that computes the expected the workload for each interval. The formula uses thresholds for multiple metrics as shown below.
If present below, activity metric thresholds are used to make sure that intervals with low activity are ignored when creating the rating for the entire chart.

For charts with horizontal rating zones, the rating is created by direct comparison of metrics to the threshold(s) shown below. For charts with dynamic rating zones, the rating is based on a more complex
performance for

Customizable
Thresholds

Drag a column header here to group by that column
Interestgroup Hardware Type Variable Shift Serial
» | IGT DSS Data Rate (MB/s) All Shifts
|| 1GT Host Adapter (DSS) or Node (SVC) Data Rate (MB/s) All Shifts All Serials
6T Fibre data rate per port (MB/5) Al Shifts Al Serials
| rer FICON data rate per port (MB/s) Al Shifts Al Serials

IntelliMagie

Early Warning Performance Exce...

400 800
200 400

Availability Intelligence
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Dynamic Workload-Based Thresholds

Dasrboards b DSS ¥ DSSHealth » Time Chorts » ReadResponse

Orif down to: (2) Storage Pooks () Active Volumes () Voume Table () 1dentfy (O Bydate () Average by day of week.

Front-End Read Response (ms) [rating: 0.04]
For Serial '1BM-004'

— 18004 [0.04]

Interestgroup
» |IGT Connected data rate (MB/s) i All Serials
B IGT Utilization of Drives (%)
|| IGT Group IO activity for interval to be included in the rating (I/Os ... All Shifts All Serials 10 50
| IGT Overall cap for acceptable response time (ms) All Shifts All Serials 998 993
| ] IGT Storage System overhead for read or write I/Os (ms) All Shifts All Serials 1.5 3

Other thresholds, like those for Front-end Read Response time are
based upon the capabilities of the controller, activity and workload.

IntelliMagie Availability Intelligence
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Why is Modeling Important?

S u p po rt StO ra g e DeC| SIO N S 2015/06/29 18:40 - IBM-EI -fter reading .dmc
General | Intertaces | 2eries Digk | Z5eries Workload |
= Add, Replace or Repurpose Disk Systems N |
i ame |BM-£24R1
= Add Drives or Adapters
Hardware Type IEM DS8870 {16-core] |
» Increase Cache EMC DM 4 FICN N
Implement Automated or Manual Tieri i,
=
mplement Automated or Manual Tiering U i 4
= Deploy Replication
Persistent Memary [GiB] Hgg ;;gg
Sto ra g e Ca p a C i ty P I a n n i n g Murnber of 25enies LCUs i :II Parallel Access Valumes v
u Evaluate Workload GI‘OWth Description
. bodel for IBM-42#E1 anal ) -
] Exa mine WO rkl Oa d C h an g es Edyc'lspTexD[[interest groupa::‘:razf%?gLEK& |[|I3IT]. J
L. easurement data providea at granularty,
= Anticipate Bottlenecks
2

Vendor Performance Comparisons

Ezap Tier Settings | Hardware Details |

X

ﬂisloryl Slve | Baze | Eeportl ﬁraphl Help |

IntelliMagic Availability Intelligence
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IntelliMagic Direction: Process

. Collect Data: Input performance data from a

representative interval as well as the current storage
configuration to IntelliMagic Direction. IntelliMagic Vision
can help you automate this process.

. Baseline: IntelliMagic Direction will estimate unknown

parameters to be consistent with the data provided

. Model Configuration Changes: Solve model for various

“what if” scenarios as desired to see the effect of
configuration options on performance expectations

Model Growth: Produce graphs showing performance as a
function of I/O growth for targeted configuration(s)

. Review and Repeat: Sanity check results and repeat as

needed for other systems, intervals or configuration options

Availability Intelligence
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IntelliMagic Direction Modeling Example

« Example Workload
— Peak Throughput Interval - 1:00AM July 21st

« Example Scenario: What would the impact to performance
be if a DS8870 configuration was changed to a
smaller/cheaper option

— From 16 core to 8 core (lower cost)

— From 300GB drives to 600GB drives (600GB = less floor space,
less power)

« Impact on current performance

« Impact of future I/O growth

IntelliMagie Availability Intelligence

— —



O O O O O

Impact on Current Performance of
Changing Configuration

=
oo

0.69

o
~

0.62

=
[=a]
|

=
ol
|

B10SQ time (ms)

1 Pending time (ms)

=
w
|

B Disconnect time (ms)

B Connect time (ms)

Response Time Components in ms
=
=

=
()
|

=
—_

=
|

DS8870 (16-core) DS8870 (8-core, 600 GB HDDs)
(1BM-00001) (1BM-00001 Replacement)

Configurations

IntelliMagie Availability Intelligence
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Response Time in ms (zSeries)

45

o
L

[F%)

™~
n
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=
n
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S
L

51000
56000
61000
66000
71000
76000
21000
286000
91000
96000
101000

1

06000
111000
116000

21000

26000

1000

13

- =

Total 1/0 Rate (1/0s per second)

136000
141000
146000
151000
156000
161000
166000
171000

=4=—D58870 (16-core)
(1BM-00001)
Response time (ms)

=4=D58870 (8-core, 600 GB HDDs)
(1BM-00001 replacement)
Response time (ms)

IntelliMagie
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Resource Utilization Projections

Utilization Overview (zSeries)

16-way (IBM-00001) Total 1/0 Rate (1/Os per second)

Utilizations

51000 81000
Average SMP 288%  45.7%
Average Bus 21.2%  43.1% .
Average Logical Device 0.9% 1.4% 1.8% 1.9%
Highest DA 149%  236% 309%  32.3%
Highest HDD (FC/SAS) 3.9% 6.1% 8.0% 8.4%
Average FICON HA 184%  292%  383%  40.1%
Highest FICON Port 3.6% 5.7% 7.4% 7.8%
Average Fibre HA 27% 36.0% 47.0% 49.3%
Average PPRC Link 165%  26.2%  34.2%  35.9%

Utilization Overview (zSeries)

8-way, 600 GB HDDs (IBM-00001 replacement) Total /O Rate (I/Os per second)

Utilizations

81000 106000  IN00O
Average SMP
Average Bus . A Bt
Average Logical Device 0.9% 1.4% 1.9% 2.0%
Highest DA 149%  236% 309%  32.3%
Highest HDD (FC/SAS) 9.7%  155%  202%  21.2%
Average FICON HA 184%  292%  383%  40.1%
Highest FICON Port 3.6% 5.7% 7.4% 7.8%
Average Fibre HA 2.7% 36.0% 47.0%  49.3%
Average PPRC Link 165%  262%  342%  35.9%

61.7%
1.9%
33.8%
8.8%
41.9%
8.1%
51.5%
37.5%

116000

2.1%
33.8%
22.1%
41.9%

8.1%
51.5%
37.5%

2.0%
35.2%
9.1%
8.7%
8.5%
53.7%
39.1%

121000

2.2%
35.3%
23.1%
83.7%

8.5%
53.7%
39.1%

126000

67.1%
2.1%
36.7%
9.5%
45.5%
8.9%
55.9%
40.7%

2.2%
36.7%
24.0%
45.5%

8.9%
55.9%
40.7%

131000

69.7%
2.2%
38.1%
9.9%
47.3%
9.2%
58.1%
42.3%

136000

2.3%
39.6%
10.3%
49.1%

9.6%

43.9%

141Q00 146000 131000 156000 161000 166000 171000 176000

2.4% 2.5% 2.5% 2.6% 2.7% 2.8% 2.9% 3.0%
41.0%  425%  44.0%  454%  469%  483%  49.8%  512%
10.6%  11.0%  114%  11.8%  12.2% 125% 129% 13.3%

9.9% 103%  106% 11.0% 113% 117%  12.0%  12.4%
455%  47.2%  488%  504%  52.0% 53.6%  55.2%  56.8%

Availability Intelligence

IntelliMagie

A



IntelliMagie Availability Intelligence

- . —



IntelliMagie Availability Intelligence

- . —



O O O O O

Disk Storage System Dashboard [rating: 0.01]

for all Disk Storage Systems by Serial

Two days before the issue (January 30), all dashboard indicators
were showing acceptable performance

IntelliMagie Availability Intelligence
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Disk Storage System Dashboard [rating: 0.18]

for all Disk Storage Systems by Serial

On January 31st, the Connect Time indicator changed to “yellow”
which is an IntelliMagic Vision early warning.

IntelliMagic Availability Intelligence
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DSS Performance Summary

Charts behind the dashboard indicators

Far Serial 'DS32_E—ELDC3'

The 055 Perfornanoe 10 Rt (L1105 per sec) Respoase Time (i) 0L {mes) [rating: 0.08] Fencing [me} [rating: £.00] Desconnet (ims ) [sating: Connect (ms) [rating: 016
Surmmary prowides sn [rating: &M o) .
maerviem of the 055 e
parforrance, The charts 2 1.3 1B -
m the top rom shaw e ] —
[0 rate &nd 2405 response
tme camparars, the B 1.3 = 1.5 =
charts on fhe botion rom 3 -
shar more dirtaled g .
parfzmranas iripmanan o LI L2 7 25
neamred by AMT andfar .
oinpubed by Irbalifeg b
:ﬁmﬁun:mmfu. 0.9 - 0.3 - Z
1 15
1.6 - 0.6
I~ i 4
10000 - 1 1.3 0.3 4 | X | "i os
o- o 0 - 0 - n 1 l
Thoughpuk per D55 Pending; Denos Buey Peraiing: Commend Drree ] Ao e Discornect: Quewmng and Rend Hit Percentage () il Bypomms: [k o [rmbing:
{MByE) [rabing: 0L.00] Detay (rus) [rating: 002] Rresporee Delsy (Te).. (Fating: 0.00] Dty (M) [rating: 0.00) [rating: @00 0o
00 17 &
1B A 15 LB bl B
45 4 J
k=l _—
om0 4 15 - 15 05 - . _—

2.5 -

+H0 -

IntelliMagie
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Disk Storage System Dashboard [rating: 0.41]

for all Disk Storage Systems by Serial

The next day, February 1st, showed that the Connect Time was now
indicating a performance exception.

0532_7Ba-0.003 . . ™ . . . ™ - . [ ] - - .

IntelliMagie Availability Intelligence
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DSS Performance Summary

Charts behind the dashboard indicators

Far Serial 'DS32_E—ELDC3'

The 065 Perf = 10 Rate [L05 per sy Fasponse Time {imd)] 100y {ms) [ratings 0.08] Festidng ey [rating: &.02] Dsconiresc (me ) [2ling: Lo Pl e [rating: 041]
Cyrmary provides an [rertirgg: 181 oo
o viewm of e 055 . g
perforrance, The charts 50000 4 1.8 1B ¥ =
o the op row shaw e
[0 rate and A0S FEsponse 3% =
Hre campaneris, the 0000 1.5 1.5 -
rfurhun'l':hutltunmn 3
Ehom e diatadbed . i
parfamansa virmation ae LI LE 25 -
meamured by AME andfar 0o
bivgiined by Froaliag
:Hmﬁun:mwg:u. 0.3 - 0.3 - Z ] ]
ooon jE
.4 0 - z
i
10000
d L
03 0.3 os
o - o - u] n- : I 1]
Thoughpuk per 55 Pending; Denos By Perxding: Commend Corre: R Remporrse e Disconnect: Queweng snd Pend Hit Pergentage () FAY By, [k o [rating:
{MByE) [rabing: 1L01] Detay (rus;) [rating: 0.09] Roesponee Deley (e [rating: 0.00] Cedays (] [rating: Cu00) [ratinge €.00] 000
3000 ] 0w
B ] i [ o R ——
- 1.6 15 LB 2.5 4 i 00 -
_— 1.5 15 - 15 - 5 a0 - 00 -
o' L1 ] 1.2 12 LE 3.5 4 400 -
H:| -
i
o 0o 0 ' 00 -
1500 ] 1.3 al -
LR ne - o= Z0
1000 L
Fag
o 0.3 03 3 - 0.5 103
a] 0 e - n o= = ' o - 0=
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Response Time (ms) [rating: 0.10]
For Serial 'DS32_7BQ-CLOC3'

7.5
7 ]
G5 -

]

5.5 -
5
4,3
.q i
35

)
E

3
25 4
2]
1.5 -
14

05

o
S ‘z,;:u,

*‘% A

— D532 _ZBQ-CLOCS [0.10]

The overall
response
time for the
DSS had
become
poor many
times
throughout
the day

if‘ ~:~"‘3“~$‘9 ﬁ‘ﬁ o

qn
e “M&

SO

IntelliMagie
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Connect (ms) [rating: 0.41]
For Serial 'DS32_7ZBQ-CLOC3'

5‘3 : - OSI2 ZBO-CLOCE [0.41]
S
o The connect
i time was
. driving the

. ‘iE ,| response
o times, so root
. cause of the
o high connect
- \ K time was
gg- \| V. [ investigated

¢ﬁ$ﬁﬁﬁﬁﬁﬁﬁfﬁﬁﬁf&jﬂf f&:ﬁﬁff ﬁhﬁﬁﬂﬁﬁhﬁﬁﬁﬁﬁhﬁﬂbﬁff #&

resesiaa to i i ey

IntelliMagie
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Connect (ms) (top 30) [rating: 0.88]
For Serial 'DS32_7BQ-CLOC3' by Volume Label

O

ms

22

13 |
16 -
14 |
12 -

10 -

GLYPLL [0.39]
CFX002 [0.31]
— XYLOO3 [0.30]
— TAGIL3E [0.35]
PDS030 [0.11]
— AEG0GE [0.19]

Three volumes showed
the bulk of the connect
time issue

s

i}

.l. o & =

UTXEDS [0.19]
— AEG347 [0.14]
— UTX087 [0.15]
PDS311 [0.00]
AEKDD9 [0.11]
CFX015 [0.12]
— CFX024 [0.14]
UTXE4S [0.00]
— AEJ248 [0.12]
AE1281 [0.04]
AEK127 [0.68]
AEKDE1 [0.88]
AEG377 [0.25]
— AEKDG5 [0.49]
— AEKD24 [0.55]
— AEG159 [0.17]

| I ] .

ﬂ"‘ M‘;H '\*\ i!.'i #J‘ \ *}JE\ J|,

o S l..: "'L._".L' E

LESANSAS ettt e et
% ";«,.'3131 :::- OSs0s »:*-5‘ "-*{'r"’ Ry
B

FEEESE

f.b

| ||l
f. .
I I

b 1 .

'!l-

ﬂ?
Qﬁﬁ?ﬁﬁ q;?}* ﬁjﬁ

UTXA34 [0.43]
CFX007 [0.36]
AEG162 [0.16]
— CFXD05 [0.12)
— ANB135 [0.09]
— ANBOS7 [0.11]
AEKDOT [0.18]
AENL32 [0.23]

IntelliMagie
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Connect (ms) (top 30) [rating: 0.78]
For Serial 'D532_7BQ-CLOC3' by Volume Label

ms

Expanding the date/time
window helped illustrate
the onset of the problem

B H R EE NS

B
=
4
2
n]

#‘ﬁ@##@*q‘f‘ﬂ-"@#‘#@#‘#‘

".-@&:P ;9.@1:5"&‘-‘:?* x?.@tﬁ‘-'t&“-‘
o

VP & &
& ’@xiﬁ”@“@"ﬁs‘*‘ S qﬁ@#ﬁ"‘,ﬁ

.H..Ihn. l|||!..:'lu.1l i .Iu' 'r|

{u,.,,,_,;»a{p- g

“': ":-
o
5

| — UTXE45 [0.00]

GLXPL1 [0.19]  AEKO24 [0.38]

XYLOO3 [0.14]  AEG159 [0.13]
— CRX00Z [0,15]  ANB114 [0.00]
— PDS030 [0.05] — AEG226 [0.04]

TAGL3E [0.17] — AE)32 [0.14]
— AEGOGS [0.08] — AEJ276 [0.02)

UTXEDS [0.08]  AEJD2S [0.05]
— AE)Z29 [0.05]  AEG377 [0.22]
— AEX064 [0.01]

UTX087 [0.05]

PDS311 [0.00]

AEJ037 [0.01]
— AEKD08 [0.05]

UTXA34 [0.20]

CFX015 [0.05]
CFX024 [0.08]
ANB135 [0.07]
ANBOST [0.04]
— AEK127 [0.53]
— AMEKDS1 [0.78]
— AEKDGS [0.28]
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Response Time (ms) [rating: 0.66]
For Serial 'DS32_ZBQ-CLOC3'

= 532 ZBO-CLOCS [0.66]

14

15_ . . .

. l An inefficient

1] SQL Query

o was being
run against

datasets on
the volumes.

ms

i e Ln (=] =i m L]
I ! i i i I

The SQL
: query was
: fixed on Feb.
2&*###@*#‘&@“#‘&##‘##‘##‘&& 14thand.
@‘P ,ﬁ @{ﬁ o {P.:P ,ﬁf '?Q:"?@‘F.;\f?@&v T {U Q connect time
,52""’" & ﬁqy} qﬁ%.x 14 équ‘?? éﬁ,&ié@ & "5& “ﬁ?ﬁ %“F dropped
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Disk Storage System Dashboard [rating: 0.08]

for all Disk Storage Systems by Serial

After the SQL query was fixed, the dashboard indicators
returned to “green”

CE52_BO-CLOCE - . - L] - L) L] ] - - L) ] - -
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SRDF/A Dashboard [rating: 0.11]
for all SRDF/A Sessions by Session
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Early
warning
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Max Cycle Time (sec) [rating: 0.12]

For Session '0040'

—0040 [0.12]

Asynchronous N
replication was a5
struggling g
during some .
intervals on 25
April 29th ]
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Max Cycle Time (sec)
For Session '0040°

Two days
later, SRDF/A

dropped
(May 1) J\
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The trend for
this metric
was that the
spikes kept
worsening

Max Cycle Size (slots)

for all SRDF/A Sessions by Session

SRDF/A
drops

1500000 | \ — 0040
1400000 -
1300000 - 1st
1200000 - .
1100000 - Warning
1000000 -
900000
2 go0000 |
o
9 700000
600000
500000
400000
300000
200000 |
100000
0 ‘ : : : .
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HA Writes (tracks)
for all SRDF/A Sessions by Serial

Right before the
SRDF/A drop, a
burst of write
activity came
from one VMAX

DDDDD

tracks

00000

00000

00000

00000

DDDDD

DDDDD

— EMC000001
— EMC000002
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Write Pending High Water Mark (slots)

for all SRDF/A Sessions by Serial

The high water
mark for
SRDF/A write
pending slots
spiked.

slots

1500000 4
1400000 4
1300000 4
1200000 4
1100000 4
1000000 4
900000 4
800000

— EMC000001
— EMC000002

700000 4
600000 4
500000 4
400000 4

300000 4
200000 4
100000 4
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FICON Write (MB/s)

O O

for all Ports by Serial

O

The writes were
very imbalanced
between the
two VMAX's

Rebalancing
could fix the
problem.

IntelliMagie
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MB/s
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1200 4
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[ Std Dev
® Average
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Write (LR/s) (top 20)

for all Storage Groups by Storage Group

The storage
groups
responsible for
most of the
writes are
easily
identified in
IntelliMagic
Vision

LR/s

IntelliMagie

- —
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Front-End Dashboard [rating: 2.04]

for all Storage Pools by Serial
Rating based on DSS Storage Pool data using DSS Thresholds

2
,(\6‘?‘ s 5 >
& & o &
& & & «®
s n & @5‘“ & A
@ < 4 X & *
W© « « « o e
v | O O O O . O

Response times are generally bad!
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SVC Storage Pool Front-End Dashboard [rating: 2.04]

For Serial 'V7000-1' by Storage Pool
Rating based on DSS Storage Pool data using DSS Thresholds

ol
P ‘P‘\rf' o )
& & & o
S e e
ef’vu e? \‘.\& o
qu s & o
«3® & & & o Quo*

WP & «® « o o

NLSAS_01 - . . . . ° .
55D, 01 4 . ® ® o ° °
Urknown L) [ ] [ ] L] ] ]

Response Times are Primarily Affecting
NLSAS 01 Storage Pool
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The SVC Storage Poal Dashboard shows the key
performance metrics for the SVC, highlighting both the

SVC Storage Pool minicharts

1/0 Rate by Storage Pool {I/0s per sec)

For Serial 'V7000-1', for Storage Pool 'NLSAS_01'

Read and Write Throughput (MB/s)

Front-End Response Time (ms) [rating: 1.39)

Front-End Read Response (ms) [rating: 0.66]

Front-End Write Response (ms) [rating: 0.63]

45 14 4
performance to the host and to the back-end storage 700 4
systems as measured by the SVC. 210 #7 20 J
12
600 -| m 1
180 + 35 1
500 " 7
] 30
150 -| 12
3
] 25
400 120 - 10
20
300 an ] & - 6
15
6
200 a0 4 P
4 10
100 4 a0 2] 5 ] 24
o n——““’\*—j"—”‘*"l l—-‘UJ‘- o - o o-
Read Hit Percentage (%) [rating: 0.11] PW Bypass (1/0s per sec) [rating: 0.00] Response Time for Replication Writes {ms) [rating: Response Time for Destages (ms) [rating: 2.04] Respanse Time for Stages (ms) [rating: 0.93] Response Time for Seq Stages (ms) [rating: 0.47]
0.00
1 70 4
100
21 4 o
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a0 4 18 7 . &0
50 40
15 50 4
60 - + 1 40
12 40 30
3 - 30
40 9 30 -
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5 27 o0 ] 20
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Drive Read Response time (ms) [rating: 2.33]

For Serial 'V7000-1" by Drive Tier
Rating based on DSS Drives data using DSS Thresholds

ms

— 10K 600GB 2.5 [0.00]
— 7.2K 2000GB 3.5 [2.33]
55D 300GB [0.00]

Disk response times are only bad for 7.2K 2TB Drives
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Drive Read Response time rated by Drive Tier (ms) [rating: 1.98]
For Serial 'V7000-1', for Drive Tier '7.2K 2000GB 3.5', for RAID Group ID
‘TBIMOQ' by Drive Name

Rating based on DSS Drives data using Drive Tier based Thresholds

— DiskDrive-72 [1.60]
— DiskDrive-73 [1.70]
DiskDrive-74 [1.98]

— DiskDrive-75 [1.64]

DiskDrive-76 [1.83]
— DiskDrive-77 [1.72]
— DiskDrive-78 [1.61]
— DiskDrive-79 [1.61]
— DiskDrive-80 [1.86]
— DiskDrive-81 [1.50]
— DiskDrive-82 [1.89]

0% T T T T T T T T T T T T T T T T T T T T T T T
Gl & & Gl Gl Gl Gl & Gl & Gl Gl & & & & & & & & & & & &
> S > S & & S > > > & S > S o & & $ $ &> &> > $ $
g & av & O a? a° ov o® o ¥ v it av O o> a2’ 2 2 a® Ol $
N4 & & S & o & 4 S v N S S S S S¥ v
o & o o Y & o Y o S e K & & & ¢ o o \“' o o Y > \
kS S RS o S RS S o xS $ $ & 8 o S S o S $ &

Focusing on a one RAID Group we see all drives have elevated response time.
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V7000 Case Study Summary

1. Poor front-end response times |1. Spread the load over additional
from 2:00 PM to 5:00 PM due RAID groups.
to overloaded 2 TB drives.
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Disk Storage System Dashboard [rating: 0.61]

for all Disk Storage Systems by Serial

K@)k <&
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©° ) e o
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IBM-000 - . ® . . ° .

Click to see the
underlying data for
any chart.

Rated dashboard indicates key risk indicators for performance attributes
exceeding warning and exception thresholds.
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DSS Dashboard Mini-Charts

The DSS charts show the key
performance metrics for the D5S:
front-end IO rate, throughput and
response time, as well as back-end Drive
rate and response time.

FW Bypasses and Cache hits are also
shown, FW Bypass should be very dose
to zero or zero, cache hits are very much
workload dependent.

Finally, top-n charts show the busiest
volumes from a front-end IO rate and
back-end IO rate perspective.

10 Rate (1/0s per sec)

24000
21000
18000
15000
12000

Q000

G000

3000

For Serial 'IBM-000'

Throughput per DSS (MB(s) [rating:
0.14]

Response Time {ms) [rating: 0.61]

FW Bypass (trk/s) [rating: 0.00]

400

300
250
200
150 +
100+

50+

Read Hit Percentage (%) [rating: 0.10]

100 H

a0

60

40

21 o
800
G000
400
200
o -

Back-end Drive Rate (ops/s) Drive Read Response (ms) [rating: 0.00]
21000 25 4
15000

20
15000
12000 159
9000 10 4
G000
5
3000
o o

Muost active Volumes (#) (top 20)

Highest Back-End 1/O Rate Volumes
(ops/s) (top 20)

500 -

400

300

200 4 H

100+

Drilldown shows rated mini-line charts that help you visualize relationships.
Note how throughput, response time, and Read Hit % are correlated.

C
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Throughput and Response Time

for all data

700 4
6320
600
250 4
200 4

450 -

330

MB/s

300
230
200
150
100

400

22

20

-~ Response Time (ms)
A Read (MB/fs)
A Write Throughput (MB/s)
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Response Time (ms) [rating: 0.61]
For Serial 'IBM-000'

ms

22
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18 4 “
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—IBM-000 [0.61]

IntelliMagie

Response time peaks at 11:00 PM each day.
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for all Ports by Serial

O

Fibre Front-End Read Response (ms) [rating: 1.62]

MB/s

300 4
280 4
260 4
240 4
220 4
200 4
180 4
160
140 4
120
100

— ha-0000
— ha-0001
—ha-0003
— ha-0004

o
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Host adapter throughput is imbalanced and peaks are approaching

maximum capability for this type of adapter.
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Drive Read Response (ms) [rating: 0.00]
For Serial 'IBM-000'

26

24

22

20

18 4

16 4

ms

12 4

10 4

14

—IBM-000

Average back-end response time has lots of peaks but not correlated with
front-end response time. Overloaded drives not causing issue.

IntelliMagie

Availability Intelligence




O O

HAOO000 & HAOO0O1 are
saturated during peaks
periods.

Back-end drive write response
times peak during same area
but there are no FW bypasses
so front-end write response
time should not be affected by
increases in back-end response

time.

& O
DS8000 Case Study Conclusion

The solution is simply to

redistribute some of the load from
HAOO000 & HAO0001 to HAO003 &

HAO0004.
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